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The Process

Team 
Formation

Research
Industry 

Interviews
Report

• Group of 5 Master of Biotechnology students from the University of Melbourne
• Completing an industry project for SeerPharma
• Minimal prior knowledge about QMS and Large Language Models
• Conducted 28 interviews with industry professionals from Australia, New 

Zealand and Singapore
• Produced a comprehensive report (62 pages) based on interviewee answers
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The Aim

The project will provide insights 
for all industry stakeholders into the 
broader implications of merging technology 
with industry practice in the areas of 
GMP, consulting, and quality systems. 
These insights will help raise awareness 
and potentially help with 
the optimisation of the current systems.
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Understanding Large Language Models

• LLM = Large Language Model

• Conversational AI models that 

can understand and generate human-

like text based on input prompts.

• Recognise patterns within language to 

generate relevant and coherent 

responses to the prompt they receive
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Our Project
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CAPA Challenges and Leveraging LLMs
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LLMs in Auditing
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LLMs in Change Management
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LLMs in Document Control

Current Limitation: General distrust in decision making

• LLM: Provide data support (e.g. CAPA result)

• Strengthen connection between high and low 

level documents

Current Limitation: Compiling document is repetitive & 

time consuming

• LLM: Auto-filling required information utilizing language 

process capabilities

• Closed source LLM to interact with Industrial software

• Role of employee transferred into “supervisor” of LLM

Decision making

Critical thinking

Evidence



10
2023 PDA Asia Pacific Regulatory Conference

Internal use

LLMs in Training

Tailored training method

Personalised content push for 
learning resources

LLM as chatbots: provide answer for 
trainee

Exams -> competency profile

Knowledge Based Training Skill Based Training

• Limitations: Difficult to manage on paper & limited use of LLM
• Opportunities: Integration with AR & VR technology
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Significance of Effective Prompting

A poorly written prompt:

A well written prompt:

• Know the Model's Capabilities 
and Limitations.

• Ask Focused, Concise Questions.

• Illustrate Intent with Examples.

• Specify Expected Response 
Format.
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LLMs in Supplier and Material Qualification

Lack of 
efficiency comparing 

suppliers
--->

Set up matrices to 
automatically 

provide a 
risk rating based on 

supplier data

Limited ongoing 
analysis of supplier 

provided data
--->

Train LLM to track 
supplier performance 

over time and alert 
any problems

Difficulties with 
supply chain 
management

--->

Extract relevant 
information from 
supply chain data 

for specific suppliers 
and present reports

Challenges Solutions
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LLMs in Supply Change Management

Optiguide Interface (Li et al., 2023).

• Optiguide by Microsoft

• Trained on supply chain scenarios 

that are continually updated

• Ask "what if" question

• Outputs both:

• Textual explanation

• Visualisations of optimisation
solution
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LLMs in Calibration and Maintenance
Challenges Solutions

Suboptimal 
calibration 

and maintenance 
schedules

Current systems 
are reactive to 

problems

• Assist in the 
integration of predictive 
maintenance strategies

• Analysis of multivariate time 
series sensor data

• Create optimised schedules
based on all 
previous calibrations and 
maintenance

Sensor Integrated LLM for 

Predictive Maintenance
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Customer Complaints and Chatbots
Valid benefits but more specifically...

For Customer Complaints, uses include:

-Customer data collection

-Recording and categorising complaints

-Guide customer through the process of filing 

complaints

-Tailored customer experience

Limitations:

-Company needs (low # of complaints -> less 

use of chatbot)

-Potential confidentiality breaches
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LLM Validation

Correct Process -> Incorrect answer

- Highlights that AI technology isn't perfect

- Need for:

- Standards (for all uses)

- Minimum thresholds (for specific uses)

- Performance assessment over time

Actual Answer:
Time = 38,365 seconds or 10.6 hours
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Enterprise Risk – Data Integrity
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Enterprise Risk – Cybersecurity
Open-source LLM Closed-source LLM

Accessible to public Access limited to organisation

Sensitive information may be leaked Sensitive information limited to company servers

Uses broad, generalised data Specific data aggregated all into one location.

Potential hacking via online means Hacking via phishing/scams to employee emails
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Risk Assessment
Risk Factor Likelihood Impact Risk Mitigation Strategy

Incorrect outputs Possible Significant Med High Review of output to ensure accuracy.

Incorrect inputs Possible Significant Med High
Review of input to ensure accuracy. Employee training to perform 

this activity

Cybersecurity breaches Possible Severe High

Employees are still subjected to scams, phishing, etc. Employee 
training to address these should already be given. Thus, two-factor 

authentication and more robust cyber protections such as VPNs, 
firewalls, etc., may be the more favourable mitigation strategy

Reduced Quality of Products Possible Significant Med High
Data training of the tool before implementation should also include 

quality checks.

Regulatory non-compliance Possible Severe High
Be closely aligned with the regulations of AI technology and have 

strategies to remain agile and adapt to any changes in regulations. 

Poor data quality 
and integrity

Possible Significant Med High

First, consider data processing and cleaning
Second, implement ongoing data monitoring and validation

Third, make data free of biases, and aligned with 
regulatory standards.

Incorrect interpretation of 
outputs

Possible Significant Med High Human review and verify the outputs. Use training modules
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SWOT 
Analysis



21
2023 PDA Asia Pacific Regulatory Conference

Internal use

Recommendations

• Development of an electronic data pool required before implementation

• Thorough assessment of current QMS systems to 

understand organisation position

• Conduct risk assessment before integrating LLMs into any system

• Remain agile and adapt to changing regulatory landscape and technology

• Cultural Change
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Video Demonstration
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